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Abstract- String matching is the problem of finding all 
occurrences of a character pattern in a text. This paper 
provides an overview of different string matching 
algorithms and comparative study of these algorithms. In 
this paper, we have evaluated several algorithms, such as 
Naive string matching algorithm, Brute Force algorithm, 
Rabin-Karp algorithm, Boyer-Moore algorithm, Knuth-
Morris-Pratt algorithm, Aho-Corasick Algorithm and 
Commentz Walter algorithm. We analysed the core ideas 
of these single pattern string matching algorithms and 
multi-pattern string matching algorithms.We compared 
the matching efficiencies of these algorithms by searching 
speed, pre-processing time, matching time and the key 
ideas used in these algorithms. It is observed that 
performance of string matching algorithm is based on 
selection of algorithms used and also on network 
bandwidth. 
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I.INTRODUCTION 
String matching is a technique to find out pattern from 
given text. Let ∑ be an alphabet. Elements of ∑ are 
called symbols or characters. For example, if ∑ = {a, 
b}, then abab is a string over ∑. The pattern is denoted 
by P [1....m]. The text is denoted by T [1...n]. If P 
occurs with shift s in T, then we call s a valid shift; 
otherwise, we call s an invalid shift. The string 
matching problem is the problem of finding all valid 
shifts with which a given pattern P occurs in a given 
text T [1]. Figure 1 shows this definition [2]. 
 

 
Figure 1:  String Matching Example 

 
II.EXACT STRING MATCHING ALGORITHMS 

Exact string matching is used in search of any 
occurrence of a string A in string B. These algorithms 
are applied in biology, and especially in the segment 
concerning DNA chains [5]. Much of data processing in 
bioinformatics involves in one way or another 
recognising certain patterns within DNA, RNA or 
protein sequences. 
 

A. Single pattern string matching algorithms 
1) Naive string matching algorithm:  It is also known as 
Brute Force algorithm. It has no pre-processing phase, 
needs constant extra space. It always shifts the window 
by exactly one position to the right. It requires 2n 
expected text characters comparisons. It finds all valid 
shifts using a loop that checks the condition 
P[1....m]=T[s+1........s+m] for each of the n-m+1 
possible values of s . 
 Consider the following example. 
T=ANPANMAN 
P=MAN 
ANPANMAN 
   A brute force method for string matching algorithm is 
shown in Figure 2: 
 

 
Figure 2: Naive String Matching Example 

 
  Naive string matching algorithm takes time O((n-
m+1)m), and this bound  is tight in the worst case. The 
worst case running time is thus O((n-m+1)m)[4]. The 
running time of Naive String Matching algorithm is 
equal to its matching time, since there is no pre-
processing. 
 
2) Rabin Karp String Matching Algorithm:  This 
algorithm uses hashing function. It works in two phases 
i.e. pre-processing phase (time complexity 
Θ(m)),matching phase(time complexity average Θ 
(n+m),worst Θ((n-m+1) m)).[4] 
   Rabin Karp matcher is used to find a numeric pattern 
P from a given text T. It firstly divides the pattern with a 
predefined prime number q to calculate the remainder of 
pattern P. Then it takes the first m characters from text 
T at first shift s to compute remainder of m characters 
from text T. If the remainder of the pattern P and 
remainder of the text T are equal, only then we compare 
the text with pattern otherwise there is no need for 
comparison. We will repeat the process for next set of 
characters from text for all possible shifts which are 
from s=0 to n-m. So,  according to this, two numbers n1 
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and n2 can only be equal if  REM (n1/q) = REM(n2/q) 
.[1] 
After division, there are three cases:- 
 

TABLE I: CASES 

 
Ex- For a given text T, pattern P and prime number q 
T=234567899797797976534356678886756456890975
54534343424545475655454 
P= 667888 
q=11 
REM(Text) = 234567/11 =3 
REM(P) = 667888/11 =1 
REM(Text) ≠ REM(P) 
Now move on to next set of characters from text and 
repeat the procedure. 
 
3) Boyer-Moore String Matching Algorithm: The Boyer-
Moore algorithm (BM) was developed by R.S.Boyer 
and J.C.Moore in 1977[11].The BM algorithm scans the 
characters of the pattern from right to left beginning 
with the rightmost one and performs the comparisons 
from right to left. In case of a mismatch (or a complete 
match of the whole pattern) it uses two pre-computed 
functions to shift the window to the right. These two 
shift functions are called the good-suffix shift (also 
called matching shift) and the bad-character shift (also 
called the occurrence shift).It works in two phases: Pre-
processing phase in O(m+│∑│) time complexity, 
Matching phase in Ω(n/m), O(n) time complexity[4]. 
There are 3n text character comparisons in the worst 
case when searching for a non periodic pattern. [3] 
Assume that a mismatch occurs between the character 
P[i]=b of the pattern and the character T[i+j]=a of the 
text during an attempt at position j. Then, P[i+1 .. m-
1]=T[i+j+1 .. j+m-1]=u and P[i]≠T[i+j]. The good-
suffix shift consists in aligning the segment T[i+j+1 .. 
j+m 1]=P[i+1 .. m-1] with its rightmost occurrence in 
P that is preceded by a character different from P[i]. 
BM algorithm will carry through shift computing as 
follows: 
Good-suffix function: The algorithm looks up string u 
leader character is not b in P from right to left. If there 
exists such segment, shift right P to get a new attempt 
window. If there exists no such segment, the shift 
consists in aligning the longest suffix v of T[i+j+1 .. 
j+m- 1] with a matching prefix of P. 
Bad-char function: The bad-character shift consists in 
aligning the text character T[i+j] with its rightmost 
occurrence in P[0 .. m-2]. If T[i+j] does not occur in the 
pattern P, no occurrence of P in T can include T[i+j], 
and the left end of the window is aligned with the 
character immediately after T[i+j], namely T[i+j+1]. 
 

 
Figure 3: Boyer Moore String Example 

 
BM algorithm uses above-mentioned good-suffix 
function and bad-char function to calculate the new 
comparing position shifting rightward P. Practice shows 
that BM Algorithm is fast in the case of larger alphabet. 
[3] 
Scalpel [7] uses the Boyer-Moore single pattern search 
algorithm. The open-source file carver Scalpel  searches 
for all occurrences of headers and footers from a 
dictionary of about 40 header- footer pairs in disks that 
are many gigabytes in size. [8] 
 
4) Knuth-Morris-Pratt String Matching Algorithm: The 
Knuth-Morris-Pratt Algorithm (KMP) was developed 
by D.Knuth, J.Morris and V.Pratt in 1974. It compares 
the pattern with the text from left to right. In case of a 
mismatch or whole match it uses the notion border of 
the string. It decreases the time of searching compared 
to the Brute Force algorithm. [11] 
 KMP algorithm uses automata to find all the 
occurrences of a pattern in a text. The automata 
comprises of three parts (Figure 4): 
Node: the prefixes of the pattern. 
Success Link: link from the prefix node P[0 .. i-1] to the 
prefix node P[0 .. i]. When matching successfully, we 
use Success Link linking to the next state. 
Failure Link: link from the prefix node P[0 .. i-1] to the 
prefix node P[0 .. j-1](j<i), which is the max prefix of 
P[0 .. i-1]. When matching failed, we use Failure Link 
to backshift proper state and go on. [12] 

 
Figure 4: KMP Matching Method 

 
During the searching phase, what happens to i is sort of 
like a finite automaton. At each step, shifts either to 
i+1or to i+j (shift j positions forward on occurring a 
mismatch). The value of j is just a function of i and does 
not depend on other information. So we can draw 
something like an automaton with arrows connecting 
values of j and labelled with matches and mismatches.  
Figure 5 shows the working of KMP algorithm: 

 
Figure 5: KMP Example 
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The KMP algorithm works by turning the patterns given 
into a machine, and then running the machine. It takes 
O(m) space and time complexity in pre-processing 
phase, and O(n+m) time complexity in searching phase 
(independent of the alphabet size). KMP is a linear time 
string matching algorithm. [12]  
 
B. Multiple Pattern String Matching Algorithms 
Multiple pattern matching is an important problem in 
text processing and is commonly used to locate all the 
positions of an input string (the so called “text”) where 
one or more keywords (the so called “patterns”) from a 
finite set of keywords occur. Multi-pattern string 
matching arises in a number of applications including 
network intrusion detection, digital forensics, business 
analytics, and natural language processing. The multiple 
pattern matching problems can be defined as: 
   Given an input string [1...n] of length  and a finite 
set of  keywords [p1...pr] where each  is a string  
= 1, 2 . . .  of length  over a finite character 
set Σ and the total size of all keywords is denoted as 
│ │, the task is to find all occurrences of any of the 
keywords in the input string[6]. There are many 
algorithms used for multi-pattern searching, which 
varies in speed,  measured in terms of time complexity. 
A few are described below: 
 
1) Aho-Corasick String Matching Algorithm: Aho-
Corasick algorithm is one of the earliest multi-pattern 
exact matching algorithms. Aho-Corasick algorithm is a 
direct extension of the KMP algorithm by combining 
with the automata. The running time of Aho-Corasick is 
independent of the number of patterns. The complexity 
of Aho-Corasick algorithm is O (nlogn). Similar to 
KMP algorithm, Aho-Corasick algorithm scans the 
character in text one by one without any jump. 
There are two versions : nondeterministic and 
deterministic of the Aho-Corasick (AC) multi-pattern 
matching algorithm. The deterministic version makes 
half as many state transitions as made by the non-
deterministic version. In the deterministic version 
(DFA), each state has a transition pointer for every 
character in the alphabet as well as a list of matched 
patterns. Aho and Corasick show how to compute the 
transition pointers. The number of state transitions made 
by a DFA when searching for matches in a string of 
length n is n. [9] 
In pre-processing stage, Aho-Corasick constructs a state 
machine (Trie) from the strings to be matched. The state 
machine starts with an empty root node, which is the 
default non-matching state. Each pattern to be matched 
adds states to the machine, starting at the root and going 
to the end of the pattern. The state machine is then 
traversed and failure pointers are added from each node 
to the longest prefix of that node which also leads to a 
valid node in the Trie. [14] 
Aho-Corasick works by constructing a state machine 
from the strings to be matched. The state machine starts 
with an empty root node which is the default non-
matching state. Each pattern to be matched adds states 
to the machine, starting at the root and going to the end 
of the pattern. The state machine is then traversed and 
failure pointers are added from each node to the longest 

prefix of that node which also leads to a valid node in 
the trie. We show a single node of the state machine in 
Figure 6. [10] 
 

 
Figure 6 :Aho-Corasick Node Selection 

 
   Given a set of patterns = {search, ear, arch, chart}, 
Figure 7 shows the state machine and goto function. If 
the text string is “strcmatecadnsearchof” . Aho-Corasick 
algorithm scans the character in text one by one without 
any jump. 

 
Figure 7:Aho-Corasick Example 

 
2) Commentz – Walter String Matching Algorithm:  
Commentz-Walter algorithm combines the Boyer-
Moore technique with the Aho-Corasick algorithm. In 
pre-processing stage, differing from Aho-Corasick 
algorithm, Commentz-Walter algorithm constructs a 
converse state machine from the patterns to be matched. 
Each pattern to be matched adds states to the machine, 
starting from right side and going to the first character 
of the pattern, and combining the same node.  
In searching stage, Commentz-Walter algorithm uses 
the idea of BM algorithm. The length of matching 
window is the minimum pattern length. In matching 
window, Commentz-Walter scans the characters of the 
pattern from right to left beginning with the rightmost 
one. In case of a mismatch (or a complete match of the 
whole pattern) it uses a pre-computed shift table to shift 
the window to the right.[14]  
For pattern set { search, ear, arch, chart }, Figure 8 
shows the Commentz-Walter state machine and the goto 
function for the text string “strcmatecadnsearchof”. 

 
Figure 8: Commentz Walter Example 
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TABLE II: A COMAPARATIVE ANALYSIS 

 
 

III.APPROXIMATE STRING MATCHING ALGORITHMS 
Approximate String matching is a problem in computer 
science which is applied in text searching, pattern 
recognition and signal processing applications. For a 
text T[1..n] and pattern P[1...m], we are supposed to 
find all the occurrences of pattern in the text whose edit 
distance to the pattern is at most K. The edit distance 
between two strings is defined as minimum number of 
character insertion, deletion and replacements needed to 
make them equal. 

 
Figure 9: Approximate String Matching Example 

Here K(T,P) = 3. 
Approximate string matching problem is solved with the 
help of dynamic programming. 
 

IV.COMPARATIVE ANALYSIS 
This work categorizes the algorithms into various 
categories to emphasize the data structure that drives the 
matching. These   categories are automaton-based, 
heuristics-based and hashing-based.  
An automaton-based algorithm builds a finite state 
automaton from the patterns in the pre-processing stage 
and tracks the partial match of the pattern prefixes in the 
text by state transition in the automaton. 
A heuristics-based algorithm allows skipping some 
characters to accelerate the search according to certain 
heuristics. Some algorithms require a verification 
algorithm following a possible match to verify if a true 
match occurs. 
A hashing based algorithm compares the hash values of 
characters in the text segment by segment with those of 
the characters in the patterns. If both hash values are 
equal, a possible match may occur. The characters in the 
text and those in the patterns are then compared to 
verify if a true match occurs. [13] 
 Based on all the data represented in the paper, a 
comparative analysis of all the algorithms is:presented 
in Table II 
 

IV. CONCLUSION 
This research reviews and profiles some typical string 
matching algorithms to observe their performance under 
various conditions and gives an insight into choosing 
the efficient algorithms. By analyzing these string 

matching algorithms, it can be concluded that Boyer-
Moore, Aho-Corasick and KMP string matching 
algorithms are efficient. Practice shows that BM 
Algorithm is fast in the case of larger alphabet. KMP 
decreases the time of searching compared to the Brute 
Force algorithm. Exact and approximate string matching 
algorithms makes various problems in the solvable state. 
Innovation and creativity in string matching can play an 
immense role for getting time efficient performance in 
various domains of computer science. 
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